CONCEPTUAL TOOLS By: Neil E. Cotter STATISTICS

HYPOTHESIS TESTING
Test on one proportion
THEORY

CONCEPT: Consider Bernoulli trials: outcomes are 1 or O for success or failure, trials are
independent, identically distributed, and probability of success for each trial is p (and

probability of failureis g =1 - p).
Assume we perform 7 trials and observe x successes.
Can we construct a confidence interval for the value of p?

If n is large, the answer is a qualified yes, since the central limit theorem guarantees
that we can eventually approximate the distribution of x as a normal distribution with

known mean and variance.
2
w=np 6 =npq
Note that the mean and variance are exact, although the distribution of x is not.

The rule of thumb is that » > 30 is sufficient (though some references say n > 5 is

enough) unless p is too close to zero or one.

What if n is small? Can we construct a valid confidence interval at a given

significance level, a?

The T variable is the key to creating a confidence interval when we have normally
distributed X;:
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For Bernoulli trials, we proceed in similar fashion. First, we define the sample mean

and sample variance as usual:
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Some simplification of the sample variance:
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The binomial distribution gives the value of P(X).
P(X=x)=,C,p"q" " = ,C,p"(1-p)""

Defining a Y variable that is analogous to 7, we can write a probability distribution.
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The problem is that the distribution of Y still depends on p. The secret behind the Z
variable is that it has a standard normal distribution. The distribution of Z is the

same, regardless of p and c.

Even if we 0 =+/npg =+/lq to define a variable analogous to Z, the problem persists.
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Fortunately, we can still do a one-sided hypothesis test on a particular value of p,.
For example:

Hp: p=po (the Null hypothesis)
Hp: p <po (the Alternative hypothesis)

We use the binomial distribution to calculate Py = P(X < x | p = py) where x is the
observed number of successes in # trials. For significance level a, we reject H if
PO < Q.

We can also do a 2-sided confidence interval, but we have to look at the probability
that a low x value has probability less than o/2 or that a high x value has probability

less than /2.



